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Transcript
One of the things we’re going to talk about today is social risk.  And we do a lot of talk about risk management in the wildfire world.  But we often are better about talking about firefighter risk or biophysical aspects of risk rather than social and political aspects of risk and that is what we wanted to focus on today.  Our presentation focuses on social risk assessment and management and incident networks.  The reason we are talking about this is because there are a lot of rising expectations out there about who is going to be involved in an incident and incidents are getting pretty complex especially in the large wildland urban interface fires. We see a lot of emphasis in the cohesive strategy about working more collaboratively across shared jurisdictions and trying to do better integration and shared training.  Overall what we’re trying to do is a more holistic and system focus in regards to who is considered involved in incident response and what we consider as part of incident response. 
(Next) So for anybody who has been involved in a large wildfire it often starts in that small right little explosion of fire management. We have to manage the fire and before we know if things have exploded and blown up and we are dealing with a very chaotic fire.  And so while we may start with fire and operations, if it’s a WUI fire we are dealing with evacuations we are getting people in and out and working with the sheriff’s department and if we are dealing with evacuations that means that usually means we are dealing with road closures and means we are often dealing with the sheriff, local law enforcement and other folks who may be involved with those road closures.  We also have to think about shelter and mass care.  Where are we going to take people?  How are we going to take care of people who don’t have great access, the elderly? What are we going to do with pets?  How are we going to do deal with livestock and horses?  And that means we have to have a really good role with public information.  We have to make sure the media is involved, the press is involved and we’re using social media.   Often that means we have politicians involved. If it’s big enough and we may have local political influence, we may have state-wide political influence.  Or we may have national or international political influence that may be present in some shape or form.   And then finally that takes us into interagency communications if we’ve got a local jurisdiction – state and feds – doesn’t mean everyone is communicating on the right radio frequencies and we might have communications issues in terms of how radios are working with different groups of people.  We may have to rely on our cell phones.  The cell phone towers may be down.  So, interagency communication becomes an issue.  And then finally because it is an interagency jurisdictional fire we probably have to deal with cost-shares across those various jurisdictions.  So while something starts pretty basic in terms of fire operations it can explode very quickly covering these different operational arenas that we have to be paying attention to in some way shape or form.  
(Next slide).  So with that brief introduction I’m going to turn it over to Branda to tell you how we try to understand some of these complexities during the 2013 wildfire season.    Thanks Toddi and good morning everybody it’s great to be here and I want to echo what Toddi was saying.  Toddi mentioned we worked a lot of the last year and tried to think about it we wanted to think about incident performance and think about incidents at a whole system level that takes into account all of those complexities Toddi just went over.  What does that even look like and one of the things that we quickly came to the conclusion of is we need to think of incident outcomes beyond the usual suspects we usually focus on like acres burned, structures lost, dollars spent, personnel assigned; all of these different aspects that are usually what we focus on.  We need to get bigger and at a whole new more system’s level.  We spent a lot of time talking to folks and maybe spoke to some of you on the phone trying to find out, asking you, when an incident goes well in all these different areas what does it look like and if we were to create metrics for that what would our targets for incident response in all these areas look like?  And so you have the outcome of that work in your packets if you’ve downloaded those or have them on your screen; its page 5 in your packet and it’s titled ‘Network Performance Measures”.  And essentially this was us trying to reduce all the information we received into some key items or areas that we could look at in terms of going to incidents and looking at interagency interactions, incident management, public information, road closures, evacuations and sheltering, re-entry and cost-share.   And so we’re excited today to be able to look at these and get input data for 22 incidents during the 2013 wildfire season.  These incidents were in Oregon, Idaho, Washington, Idaho and Montana and one pilot in Colorado.  These were all type one and type two WUI fires, so fires that had a component of wildand urban interface in them.  We wanted to share with you and also include interviews from observation data from three incidents the Elk, GC complex and Beaver Creek fire that occurred that season.  So we are excited to share with you on how we did as it relates to those 22 incidents.  
This is a summary of how things went across how things went across those 22 incidents in each of these areas.  And as you can see from this bar chart there are clearly some areas where we are stronger and in other areas if problems arise they are more likely to happen in those areas.  So public information, agency interactions and fire management were among our strongest and most positive across all of our incidents.  Things tended to be going very well in these areas.  We felt this was noteworthy because they were very integral already with the incident command system.  So in some ways we shouldn’t be surprised by this because we put in a lot of thinking on how to do this.  We have key personnel assigned to each area and public information, interagency interactions, we have liaison officers we have PIO’s in fire management that we’ve been doing for quite a while.    Areas where there is a problem, if there are problems, where they are more likely to happen were in cost-share, evacuations and sheltering and mass care which may not be particularly surprising to folks.   And so this just kind of gives us some sense of where our priorities at a whole incident level need to be.  One of the things I don’t like about this graph however that is still emphasizes things into these silos.  So if you’re like most humans you may try to situate yourself into one of these silos in where your operational area is and perhaps sigh with relief that you’re in those upper boxes of public information, interagency interactions and fire management.     And feeling kind of sad and sorry for those poor guys who are stuck doing the cost-share and the re-entry and evacuation and sheltering and mass care and being glad you’re not them.   But one of the things that are a key advantage to having information across 22 incidents is that we are able to see patterns that don’t always show themselves so readily when we’re just looking at one or a few incidents.
One of the things we were able to learn looking across all these 22 incidents is that if you are looking at just one bar in that preceding graft that you are missing the big picture because what we found is a very strong relationship between ratings on the disaster response aspect of an incident and the fire operations aspect on an incident.   So what that means is that when things are going wrong in one area,  they’re more likely to be reported as less positive in the other areas as well.   So you’re really not safe if your problems are occurring in the evacuation area those can have implications for what people are reporting in the other areas in that graph.   So that was very important.  
Proceeding to the next slide.  One of the conclusions we’ve come to on this and is probably one that many of you have come to yourself, is that these functional areas cannot be seen as independent of eachother.  They are actually interdependent of eachother.  So when things go wrong in one operational area it can have cascading effects onto the other areas.  
So proceeding to the next slide.  So this really emphasized to us this notion of social risk and how we understand and assess that social risk.  So we defined social risk as risk  for problematic coordination and communication to occur that leads to problematic outcomes on an incident.  The more complex incidents are, the more social risk we have for these problems to occur and we come to the conclusion that these are important to be focusing on for three reasons.  First, as we’ve gone over in the pre-data failures to manage social risk lead to poor incident outcomes, second poor incident outcomes in one area as we’ve seen in that slide with the two circles can have cascading effects and create problems and strain relationships in other areas.   And this is really important to us because one of the things being out on fires and increasingly been hearing is that relationships are one of the most critical values at risk to protect on an incident.  That links into this notion of transferring this social risk to future incidents.  So,  when social risk is not managed effectively on an incident that not only has consequences for the incident outcomes for that particular incident, but can also have outcomes  for future incidents.  I’m sure  all of you have been on fires in the past where you were having to fighting the ghosts of incidents past.  Or there were problematic relationships developed because things weren’t managed as effectively as they could have been that left people in relationships in a sensitive place that they had to deal with on the new incident.  So this idea of transferring to future incidents that aren’t managed effectively on the current incident I think heightens the importance of this topic.  And so we’ve been focusing a lot around trying to get our arms around how do we manage and understand these relationships and these risks.  
And we’re really trying to focus on tools for how we gain better situational awareness and mental maps for assessing and managing these risks.
And so if we advance to the next slide one of the tools that we have emphasized a lot is the ability to see a complex incident from a network perspective is an important mental tool for being able to assess these social risks.  So we wanted to give just a bit of overview on the work we’ve been doing on this and how we’ve come to think about it.  
So if you can advance to the next slide I just wanted to give a little bit of a basics on what we mean when we talk about adopting a network perspective to thinking about incident response systems and assessing social risks within them.  So a network is simply, a lot of people are simply familiar with the idea social networks frequently this in reference to things like Twitter and Facebook and social media that links into social networks.  Which is not really what we are talking about here.  What we are talking about is a more basic definition of a network which is seen as a collection of actors and their connections to eachother.  So what you see on your screen here is a basic made up network of a bunch of individuals.  So we can make believe the ties between these individuals can be anything, but for our example we will say its communication ties.  These are people who communicate with eachother.  And so when you’re looking at a network, there are several things you want to pay attention too as you’re trying to diagnose what’s going on with the network.  I always think of networks as using the metaphor plumbing.  If you think of connections between people, you can think about those as being analogous to the pipes because one of the things we worry about in networks is are the pipes in the right places.  If there’s no connection between two people, then nothing else matters beyond that because they’re not going to be able to influence eachother; they can’t communicate with eachother and information cannot flow between them.  So understanding where the pipes are in terms of who’s connected with who is really important.  But, you can’t stop with just the pipes.  The pipes kind of give us a structural look at who’s connected and who can reach who and through whom.  Just because there are pipes there, doesn’t mean the water is turned on.  So, just because Toddi and I may know eachother doesn’t necessarily mean we are sharing the right kind of information.  We also have to think about what’s flowing through those pipes and whether the right things are flowing through or if the network to function effectively.  So if we look at this network here that you have on the screen in front of you, first we are going to get a sense of where the piping is.  This is just a structural look at the network so we don’t’ know what’s flowing in it.  But, a couple other things we look at when we are diagnosing networks is trying to understand how information is getting from point A to point B.  So for example if Jane has some information clear over there on the right-hand side and Andre needs that information what is the process that is going to have to happen through which Jane gives the information to Andre because Jane does not have a pipe between herself and Andre.  So information would have to flow between her to Ike to Heather to either Garth or Fernando.  If it goes to Garth it would either have to go through Beverly and Diane and if it goes through Fernando then it can go directly to Andre.   So that’s a lot of jumps.  And when there’s a lot of jumps that means there’s a lot of risk in information to break down.  So understanding where, how many jumps it takes for information to get from point A to point B in a network is an important thing to diagnose in a network.  The other thing we often times want to look at is understanding that if this is the network I’m working within and I need to get information out to the fastest people possible who are my most valuable players for doing so.  So if you look at this network, Diane assumes a very central position within this network.  So, if I need to get information out quickly to everybody, Diane is going to be the first person I talk to because she’s connected to the most people in the network so therefore she’s going to be able to get our information more quickly with the least number of jumps, or the least probability of risk for that information to fall apart before it gets to them.  If I don’t know about Diane’s position within that network, then I’m not going to be able to leverage her and her position in terms of utilizing her as a resource for getting out that information. So understanding who your central actors in a network are is very key.   One of the things we often look last at with working in networks understands risks within the network to separate, to fall apart.  So if you look at Heather’s position and looking at Heather the number of ties may not be all that important.  She’s just got three ties, Fernando, Garth and Ike, but it turns out she’s very critical to this network because if she goes away; goes on vacation, she gets another job, moves out of the state, all of a sudden we just don’t have one network we have two because Ike and Jane are no longer connected in with the rest of the network.  They have no other direct ties except through Heather.  So understanding parts of the network that could potentially be disconnected if certain key people leave, or are not present for whatever reason is another thing we want to think about in terms of looking at social risk.            
Go ahead and advance to the next slide.  So if we take that basic idea of a network and a network perspective and we think about that with all of these areas of operation that are active in an incident that Toddi and I reviewed and all the different actors involved to carry out the operations what then does that look like, what does the incident look like from a network perspective.
And if you advance to the next slide, we asked that question and it turns out that it probably looks like a little bit like something like this.  So this is what we call a critical network.  So we asked a whole bunch of folks in the incident management world; incident commanders, deputy incident commanders to help us understand and also local cooperators to help us understand what ties needed to be in place that were critical on an incident and therefore who needed to be communicating with whom in order for the incident to be managed effectively.  And we took all that to a whole lot of folks as information and put it all together and this ended up being the picture of the critical network.  And what you can see in this is that a couple things to point out.  The first is that folks tend to cluster.  So up in our upper left hand column we have our disaster relief operations; in our lower right-hand column we have our fire operations; on our right side, upper right-hand side we have our local governments and elected officials; and then down in the left we have the media.  And so it makes sense that these folks will be communicating with eachother more frequently than they would probably be communicating with other folks in the network.  The incident management team, to no surprise, is smack in the middle of this network.  And so, they play a very key role in brokering.  So, similar to our previous simple network which we had Heather brokering between Ike and Jane and the rest of the network.  The incident management team serves a key role in this network hoping to bridge information flow, for example, between disaster and relief operations and fire operations.  And so they have a key position in tying this network together.  Why are they so central?   Well in part because they have the most up-to-date information that everyone else needs to be functional in their jobs which is ‘what is the fire doing?’  
So if we proceed to the next slide.   If we remember, thinking about this network perspective, these overlapping circles what happens in one part of the network circle can affect other parts of the network.  This becomes very important when thinking about your own situational awareness within the network.
Proceeding to the next slide.  An important point here.  If you’re focus is just limited to a subsection of the network that is sort of within your own operational domain that you may not be appreciating what’s going on in other parts of the operational network and what is happening in those parts of the network can impact you and what you’re doing may impact things that are happening elsewhere.  And so something that we feel is very important is to make sure we have some tools for thinking of this more whole network system perspective.  And with that I’m going to hand it back over to Toddi to talk more about the role of the IMT’s in this network.
Thanks Branda. Next slide.  So, Branda’s given a really big picture of what’s happening in terms of how succinct the whole network.  We’re going to drill down now and look at how the incident management team performs across the 22 fires and the data we collected.  So we’re going to chunk some pieces out to look at performance measures around that.  
So next slide please.  So to contextualize this discussion, I wanted us all to think about the evolution of the incident management team role over time especially as it pertains to local relationships.  What Branda and I created here is a mini timeline of where incident management team conception has been over time.  So if we start in the far left hand corner square we have sort of the expert consultant going back a few years now where the incident management team was really dominant.  The come in, they do their work, they operate contextually and the emphasis is really on fire operation control; how to put out the fire.  In the second category we have responsive coordinator.   The incident management team is clearly at the top and in charge, but it also begins to recognize the need for coordination and information sharing with cooperators.  But, the emphasis there is accessibility; the incident management team will be accessible to the locals.  The next one is what we’re calling accessible collaborator where the incident management team has a more proactive service orientation and a strong emphasis on local concerns, culture and understanding in such that it’s going to try and tailor its responses as appropriate to where they are working.  The emphasis there is not so much on accessibility as it is on really, truly engaging.   And so this is just a typology that we developed to think about where the incident management team has been and where it’s going in terms of its role in local relationships. 
Next slide please.  So that raises a good question.  How did the incident management teams do on these 22 fires that we collected data over the summer?  As a preface, it’s important to know the incident management team performance scores overall were good.  When we asked these questions, the responses we were getting rally ranged between a little room for improvement to some room for improvement.  So, overall they were good but there is always room for improvement.  So, that is what we want to convey to you today.  
Next slide please.  I just want to interject here that the measures we used to understand incident management team performance are also in your packet on page six.  Thank you, Branda, I would have forgotten that.  So if you want to flip to that page if you have it open, you can see the questions we were asking people were responding to.  That raises the questions, ‘in what areas cooperators and host agencies view incident management teams performing best?’  So, what’s important here is that host agencies and cooperators were answering these questions about incident management teams.  Right?  So this is what folks out there are saying about incident management teams.  And the areas they feel incident management teams are doing their best are they are a good team player; acknowledge cooperation; they share their credit; know how to stay in their lane; they know what they’re supposed to do and others supposed to do; they are a positive ambassador in terms of their actions and interactions with the host agency and cooperators; they are accessible.  So these are all areas they were doing well.  
Next slide.  And where do we see room for improvement?  So, again this is the local cooperators and host agency commenting on incident management teams.     There’s room for improvement in terms of appreciating local context; and included in that is valuing local knowledge and local input; being sensitive to the local community; incorporating information about local values; obtaining and utilizing information about local context; being more proactive in their communication with host agencies and local cooperators; earlier engagement of the jurisdictions that are affected so trying to get people involved from the beginning; and finally being flexible to the degree possible in adapting a fire management strategy to be appropriate for local contexts.  So those are the areas for improvement.  
Next slide please.  So if we were to go back to that evolutionary picture that we presented a few slides back we would put the performance of the incident management team across these 22 fires right where that yellow star is.  Sort of between the responsive coordinator and the responsive collaborator.  We are getting a message from folks in the field, the local cooperators and the local host agencies that they would like to see a more collaborative model.  So that’s the big message that sort of came out of the incident management team performance scale.  With that I’m going to hand it back over to Branda.  We’ve talked about the role of the incident management team in the network.  In particularly in terms of their central position in brokering information in trying to make sure information is flowing from one part of the network to the other and keeping folks connected during the incident itself.  One of the things we heard during our interviews and also from the survey data was in order for incident management teams to carry out this role effectively there’s also another very critical role that makes them effective in this role.  That is the role of the host agency because host agencies are in the position to be able to translate and broker the relationship between an incident management team and a local agency.  Incident management teams are often coming into from outside the area.  So they may never have worked in that area in the past, they may have no local relationships, they may not understand the local culture and context, they may not know about the things the priorities the community has in terms of what values that risk really mean for them and how they need to be tailoring their fire management strategy around those things.  So, in order for an incident management team to be effective in this role of being a responsive collaborator, they need some help from their host agencies in helping them get linked in to that local network.  The host agency is well positioned to do this for a couple of reasons.  One, the host agency is probably the most familiar of all the folks in the local incident response network with incident management teams.  They probably have quite a bit of experience with them and so they can speak their language so to speak.  And also because they work and live in the local community they have those relationships and can speak the local language of the community and they understand that culture and context.  So they have this key role in translating and getting to bridge getting the incident management team connected in with that local system.  This includes things like making sure the team understands and has up-to-date information about the values at risk, that they have local context information in terms of the politics of the area, the culture, the landscape, that there’s clear mission objectives, and that they help make the incident management team aware of who are all the key actors in that local community which the team needs to be tied in with in order for all those other areas of the incident response network to be functioning effectively.  So that is a very important role.  We found this information out in part because we asked a number of people on incident management teams as well as host agencies, ‘what does that role need to look like?’  If a host agency is being really effective in that role what does it look like?  On the last page of your packet is the final scale metric that we created from that information related to host agency performance specifically in the mechanism in helping incident management team link into their local community.  We looked at this across the 22 units and incidents as well.
If you advance to the next slide in terms of how host agencies did in 2013; the very good news is that host agencies performed quite well.  The response scores were very positive overall.  But, just like with the incident management teams there are areas in which host agencies are doing better and some areas where there’s need for improvement.  
So if you advance to the next slide.  So the areas in which the host units were performing the best across all 22 incidents.  Areas they were performing the best across all of them.  First providing and effectively engaging administrators.  So across all of our incidents agency administrators were showing up and they were staying engaged in the incident.  One of the things that we heard that is sort of a watch out situation and Toddi will talk more about that, is that host agencies show up at the in-brief and hand-off the incident and walk away and hope it goes away at that point.  So we’re not seeing that.  Host agency administrators are staying engaged.  They’re providing up-to-date information about all pertinent media contacts and host agencies are doing a great job of getting familiar with how IMT’s operate which is great for that role that they’re playing.  Areas for where there was greater room for improvement.  Good master values at risk.  So collecting information ahead of the incident and getting that stuff mapped out in terms of where the values at risk are teams seem to be integrating their operational plans.  Up-to-date contact information for all pertinent local cooperators so the teams can get up to speed immediately to start making those contacts and that early engagement that we’re hearing cooperators want.  And the locations of residential populations that could be at risk so that could be front and center in their operational plans.  So those are the areas where if there were problem areas they tended to show up in those and maybe areas to prioritize for improvement.  
So if we advance to the next slide, another key finding that we were able to look at across all 22 incidents is that there is a strong relationship between the performance of the host agency and the incident outcomes overall.  So the better the host agency performs and is a broker for helping the team in getting up to speed the better the incident turns out in all areas of the incident response.  That just really highlights for us that is a particularly key role in we need to continue to emphasize.  With that I’m going to hand it back to Toddi to talk about social risk assessment.   Thanks, Branda.  We’re going to transition now to talk about social risk assessment management and some additional tools that we hope will be helpful to you.  
Please advance the slide.  So what we’ve been looking at is something that we call social watch out situations.  So everyone is familiar with the 18 watch out situations that we ask our firefighters to be aware of. One of the things we began to notice is that when we were having conversations with incident management teams and others. One of things they’d suggest is social watch out situations they also need to be aware of.  So with that in mind we ended up creating a list which is also in your packet is something we call social watch out situations.  
Next slide please.  What we ended up doing to collect this data is that in 2012 and 2013 we interviewed 24 folks who were involved in different aspects of fire management across 20 states that had an extraordinary amount of wildfire experience not only in terms of years but the types of fires they had been on.  And in 2013 we took that list of social watch out situations back to the participants at the area commanders, incident commander’s workshop  and what they did basically is validate that list for us.  They told us what was most important to them and give us a sense of that. And so in 2013 during our fire season summer we took that list out on our fires and asked folks on the fires what were the key watch out situations they were experiencing on those 22 fires last summer.  
So next slide.  So this is a slide that sort of reports back on those watch out situations where 50 percent of the respondents identified one of these particular as being present on their incident.     So the most common things in the four states we explored were the community has a past negative experience with an incident management experience so of course that creates a watch out situation.  There’s a problematic historic relationship between the forest and the local community.  There’s an anti-federalist or outsider sentiment in the local community.  And then finally they would say there’s been recent turnover in key positions on the forest that creates a watch out situation.  So those were the top five watch out situations on the fires that we discovered this summer.
Next slide please.  Another thing we identified is we did some statistical analysis and we discovered that when one of these watch out situations occurred it was very likely that other watch out situations would cluster with it.  And so we created three buckets if you will of where these watch out situations cluster.  The first one we call problematic community dynamics.  So that’s where we got that anti-federalist, outside government sentiment, the problematic historic relationship, actions indicate hidden or unspoken agendas on the part of the local cooperator, the community has had a past negative experience with the incident management teams, there are conflicts or turf battles among local cooperators and host forest and local cooperators were prone to taking independent action.  So those watch outs tended to cluster together.
Next slide.  The second bucket we labeled agency administrator challenges.  We saw that actions indicated a hidden or unspoken agenda on part of the host forest.  That the AA disengaged after the in-brief.  That the local community was inexperienced with wildfire.  And that there were confusing or conflicting management objectives among the agencies involved in the managing the fire.  So that was kind of the second area that tended to cluster together.  And then the third bucket if you can move forward.
This is something we call missing cooperators.  So in this case there were recent turnover in key positions among local cooperators or lack of engagement or conspicuous absence of the key local cooperators.  So those were the three areas that tended to cluster together.
Next slide please.  So this contributed to us creating this two by two matrix which is also in that packet that is available for download.  If we have those watch out situations that would be across the top row of this two by two matrix; if we have significant watch out situations and the incident management team has really weak ties to the community that’s that red area where you are going to see the greatest risk, the highest social risk because you are going to have very challenging things that you will need to manage which probably come from your relationships.  What that means is your probably going to have to end up diverting some of the operational resources away from some of the things you’d like to do more strategically in fire to deal with these social and political risks.  And often what we’re hearing from, the stories we were told and what we were witnessing in the field is that you have to be focusing on building those relationships; learning the local context; and building local capacity so you can function well in this highly complex environment.  Contrast that with if you have a minimal watch out situation and the incident management team has a really strong tie to the community, we would be in that upper-right-hand quadrant the yellow quadrant where people know what to do, the risks are minimal and what you’re really doing is strengthening relationships and working with that community who already has a high level of capacity.  So what we felt this did is help you quickly assess where you might be on an incident and what you might begin thinking about  in terms of the types of relationships you might have to manage given the watch outs that are available.  So with that I’m going to pass it right back to Branda.  
We are nearing the homestretch here and if you can advance to the next slide we just kind of wanted to review the key takeaways that came out of this 2013 research both in the field and interviews as well as the survey.   I think these can be summarized first being in the importance if we want to start thinking of incidents in this more systematic  perspective, from this whole systems perspective developing a broad    situational awareness of incident response networks and where everybody is situated within those and how they are influencing eachother.  The second is the meaning of utilizing metrics performance of the incident to tap into the management and mitigation of social risk through proactive communication and coordination so we think bigger than our usual suspects of acres burned and structures lost, personnel assigned and dollars spent.  And really think about how we are doing on incidents in managing these social risks.  Third, recognizing some of these critical roles within that network both in terms of the incident management team in serving in that responsive collaborator role in the network as well as in the role of the host agency in helping to bridge between the incident management team and the local communities so they can be affective in an engaged collaborator.  Watching out for these watch out situations and becoming more aware of these social watch outs that suggest there are heightened risk for problematic in coordination to occur so that we can allocate more resources and attention in those cases in which it is necessary.  Recognizing sometimes that watch outs cluster so that certain types of watch outs group together so if you see one watch out situation just sort of raising awareness so that they are keeping an eye out for those.  And then thinking about these watch outs in relation to the incident management team social capital so they have relationships on the ground ready so they can help manage those because if they don’t have those relationships on the ground already if will require potentially more resources and have implications for fire response as well as just create different types of strategies that you have to be able to use if you don’t have pre-existing relationships.  So those were for us some of the key takeaways from this research.
Advancing to the next slide.  Just sort of wanted to, in addition to this, I know many of you are public information officers and the use of social media on an incident is becoming something of great interest and so we also collected some information on the use of social media we just kind of wanted to slip this in here at the end and share it with you.  Potentially what we were collecting on the 22 incidents that we studied is how knowledgeable people were of Twitter who was involved with the incident.  Again this comes from data from people who had operational roles either in the disaster response operations, local government involved with the incident management teams or host agencies.  So their knowledge of Twitter on the incident to the extent of which they subscribe to incident Twitter feeds and to the extent of which they found Twitter helpful on the incident which you see in this bar graph there’s actually quite a great deal of knowledge Twitter on the incident – 60 percent comparatively few actually subscribe to a twitter feed.  But they did apparently subscribe to other things and did find it helpful.  So we are still building our knowledge of social media and its role in these incidents and I know you all are as well so we just wanted to share this with you since we had it.                          
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